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Moody’s Analytics Global Macroeconomic 
Model Methodology
INTRODUCTION

Economic models are valuable tools for prediction, understanding and analysis of data. The 
key challenge in macroeconomic modeling—the one that sets the task apart from other 
types of modeling—is to posit a clear, limited set of causal relationships to ensure a stable, 
tractable model while still mirroring a real-world environment where “everything affects 
everything.” In the modern global economy, the scale of this conundrum of causality is 
magnified greatly. Meeting client needs for internationally consistent macroeconomic 
forecasts, along with reasonable and supportable alternative scenarios to satisfy regulators, 
requires a judicious approach informed by a careful balance of economic theory, empirical 
evidence and diagnostic testing.
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Moody’s Analytics Global Macroeconomic 
Model Methodology
BY MARK HOPKINS

Economic models are valuable tools for prediction, understanding and analysis of data. The key challenge 
in macroeconomic modeling—the one that sets the task apart from other types of modeling—is to posit a 
clear, limited set of causal relationships to ensure a stable, tractable model while still mirroring a real-world 

environment where “everything affects everything.” In the modern global economy, the scale of this conundrum of 
causality is magnified greatly. Meeting client needs for internationally consistent macroeconomic forecasts, along 
with reasonable and supportable alternative scenarios to satisfy regulators, requires a judicious approach informed 
by a careful balance of economic theory, empirical evidence and diagnostic testing.

In this context, the Moody’s Analytics 
Global Macroeconomic Model produces 
interrelated forecast paths for more than 
16,000 macroeconomic time series spanning 
73 countries that together account for more 
than 97% of the world’s output (see Chart 
1). Another 31 emerging market economies 
are forecast in a satellite model driven by 
those global model forecasts. The GMM is 
a structural model, consisting of a single, 
large system of simultaneous equations. It 
reflects some specific economic relationships, 
with cross-country interactions introduced 
through various demand, price and financial 
market linkages across those equations. A 
baseline and 10 standard alternative scenario 
forecasts are produced at a quarterly frequen-
cy, over a 30-year time horizon. These are up-
dated monthly to retain consistency with the 
most recent available economic data.

In addition to producing detailed fore-
casts for individual countries, the GMM 

reports key concepts 
for a number of 
country aggregates. 
These include geo-
graphical regions 
(for example, South 
America, Europe), 
major institutional 
groupings such as 
the EU and the euro 
zone, and in some 
cases breakdowns by 
income (developing 
versus developed 
Asia, for instance). 
Throughout the 
global model, Moody’s Analytics employs 
a “top-down, bottom-up” methodology. 
Global growth projections are constructed 
from a huge array of forecasts for con-
sumption spending, investment and trade 
across individual countries. These building 

blocks depend in turn on a set of global 
drivers and various “high level targets” 
that can be adjusted by the model user 
to produce alternative forecast paths 
quickly and efficiently across thousands of 
global series.

Modeling alternatives and choices
The GMM is a tool that allows users to 

design their own global forecasts. The mod-
el aggregates a vast array of international 
economic data, mapping the information to 

a set of predicted paths for various concepts 
of interest. The model is not a crystal ball, 
however. When solved, its equations pro-
duce expected values conditional on a set 

of model parameters and assumptions. The 
model was designed with multiple points of 
entry, where users can alter those assump-
tions as desired.

Presentation Title, Date 1

Chart 1: Global Forecast Coverage
July 2020

Sources: Moody’s Analytics

Included in the Global Model (73 countries)
Additional forecasts (IFRS9) (32 countries)

Sample



JULY 2020 Moody’s Analytics Global Macroeconomic Model Methodology 3

Clients can use the GMM to predict 
future values of key economic time series 
such as GDP, interest rates and inflation; 
produce counterfactual scenario projec-
tions of those variables under varying 
sets of assumptions; or simply facilitate 
their understanding of these outcomes 
by tracing the path of “cause and effect” 
as shocks propagate throughout the 
global economy.

In this sense, models are tools and, 
as with all projects, the best tool always 
depends on the nature of the job. Macro-
economic models are typically employed 
for one of three main purposes: baseline 
forecasting, scenario evaluation and 
economic insight. However, an econom-
ic model that is superior in producing 
out-of-sample forecasts may do poorly 
in evaluating the impact of alternative as-
sumptions, like predicting the impact of a 
tax cut on spending or of a depreciation of 
the exchange rate on investment spending. 
Another modeling approach might do well 
generating alternative scenarios, but act 
too much as a “black box,” providing little 
transparency into the results and prevent-
ing the model user from justifying its pre-
dictions to others.

At the heart of the Moody’s Analytics 
forecasting methodology is a recognition 
that a bespoke model built to answer a 
specific question will generally be supe-
rior in each case, but such a model can 
never be superior in all cases. Yet, there 
are cost considerations—as well as cli-
ents’ desire for consistency and transpar-
ency in our analysis and results, and reg-
ulators’ desire for methodological clarity, 

uniformity and process governance. 
These create a need for baseline and 
scenario predictions made using a single, 
flexible, transparent and heavily vetted 
macroeconomic forecasting model. While 
specialized “satellite models” can be 
usefully employed to calibrate appropri-
ate model inputs, forecast benchmarks 
or scenario targets, all country forecasts 
published by Moody’s Analytics are con-
structed using this single, unified, struc-
tural model, following the methodology 
laid out in this document.

Accordingly, this model is constructed 
to accommodate and balance a wide array 
of objectives and competing trade-offs, 
including:
» Conditional accuracy. Forecasts

should not simply be correct, but
also internally consistent. Inter-
est rates, inflation rates, and GDP
growth paths are forecast jointly,
not independently. A poor predic-
tion need not invalidate the model
as long as the equation input, rather
than the equation itself, is to blame.

» Stability. Left alone, forecasts for
stationary time series should revert
to their long-run “anchors” and
the model should not crash easily
when shocked.

» Dynamic properties. The time paths
of key variables should be consistent
with stylized facts, textbook theory
and empirical evidence (for example,
match empirical impulse response
functions).

» Business productivity. Model users
should be able to tune a baseline
forecast or generate an alternative
scenario forecast quickly and easily,
by tweaking a few key series.

» Flexibility. The model must be
suitable for multiple business pur-
poses, including being able to run
both “forward,” for traditional fore-
casting, and “in reverse,” for regu-
latory stress-testing. For example,
the model must be able to produce
a forecast for GDP given informa-
tion on consumer spending and the
trade balance, or a prediction for
consumer spending and the trade
balance given regulatory guidance
on GDP.

» Theoretical support. Model equa-
tion specifications must all be jus-
tifiable, supported either by macro-
economic theory or well-understood
empirical relationships.

» Predictive power. The model should
produce a reasonably accurate base-
line forecast, in the absence of any
model user adjustments.

» Counterfactuals. The model should
have the ability to simulate the im-
pact of discrete “policy shocks” well,
both qualitatively and in appropriate
magnitude, including the propaga-
tion of shocks throughout both the
domestic economy and the broader
global economy.

Five principles for the global model

To confront the many methodological 
trade-offs and to optimize over the multiple 
objectives, the global model was created by 
adhering to five key principles.

Principle 1:  Build in key tuning parame-
ters for command and control.

Like an aircraft carrier, the global model is 
huge and could easily become unwieldy un-
less designed specifically to be operated effi-
ciently, and even single-handedly. To this end, 
the model is built around a handful of key 
drivers or “tuning variables” that are endog-

enous yet play the role of exogenous drivers 
in much of the model. One example of these 
tuning variables are the inputs employed in 
the “top-down, bottom-up” structure.  Other 
inputs are simply important variables by their 
nature, like oil prices or the federal funds rate, 
which have an outsize effect on the rest of 
the model, either directly or indirectly.

Principle 2: Key macroeconomic variables 
all have long-run anchors set by either sup-
ply-side assumptions or by long-run equilibri-
um relationships (see Table 1).

Principle 3: The global model should have 
some adjustment mechanism built into every 
country by which all variables will converge 
to their long-run anchors.

There are several convergence mecha-
nisms built into the model. One type acts 
through a single equation, by the inclusion of 
a mean-reversion or error-correction term in 
which the growth rate of a series is negatively 
related to its deviation from equilibrium.

A second type of convergence mechanism 
acts across multiple equations. These are 
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largely representations of the standard mac-
roeconomic consensus theory. Consider, for 
example, the impact of a sudden increase in 
GDP. The model will generate the following 
responses (with the associated theoretical 
mechanism given in parentheses):
» The unemployment rate will fall

(Okun’s law);

» The inflation rate will rise
(the Phillips curve);

» Short-term interest rates will move
higher (Taylor rule);

» Long-run interest rates will move 
higher (term structure of interest rates);

» Real exchange rates will move higher
(interest rate parity);

» Real net exports will decline with their 
higher cost abroad (demand curve), 
and

» Real GDP will decline (the NIPA iden-
tity), eventually bringing output back 
into equilibrium with the level of po-
tential output.1

Principle 4:  The global model should 
have desirable “shock properties.”

1	 For this to work in level form, rather than the usual way 
in terms of growth rates and changes in unemployment, 
Okun’s law has to be expressed in log levels of GDP and 
the level of unemployment, using the natural rate from the 
Phillips curve as the undefined constant.

To meet the demands of financial risk 
mitigation, including regulatory stress-test-
ing and expected loss accounting, the 
global model needs to be able to produce 
a wide array of reasonable and supportable 
alternate scenarios.

However, the sensitivity to changed as-
sumptions required for the model to produce 
clearly divergent alternative paths must be 
weighed against the need for stability in the 
solution and a robust baseline forecast that 
will not jump around confusingly from month 
to month as new historical information is 
incorporated. The goals of sensitivity and sta-
bility necessarily conflict to some degree, but 
an optimal balance can be struck by taking 
care in model design.

Specifically, for the model to display 
simultaneously short-run sensitivity to 
shocks but long-run stability and forecast 
invariance, several technical conditions 
must be met.  First, the model must also 
have short-term positive feedback mecha-
nisms so that shocks propagate through the 
model to deliver deviations from the base-
line of appropriate magnitude to a range 

of variables. For instance, a fall in spending 
triggers a fall in income and wealth that 
triggers a bigger decline in spending.

These positive feedback “shock mech-
anisms” must operate strongly on a short-
term time horizon, so they dominate the 
impact of any other effects over the first one 
to six quarters.

At the same time, these short-term 
positive feedback shock mechanisms must 
die out quickly, so that over the long run 
(five to 20 quarters) the negative feed-
back adjustment mechanisms described in 
Principle 3 come to dominate. Otherwise, 
any shock to the model will persist for 
too long or even explode outward, never 
returning to the baseline, or simply produc-
ing too much volatility and instability in 
the forecast.

Principle 5: Ensuring the competing goals 
of positive feedback mechanisms dominat-
ing in the short run and negative feedback 
dominating in the long run requires equations 
that achieve balance along two dimensions: 
coefficient magnitudes and decay parameters 
(see Box 1).

Taking theory to the data
Economists continue to enjoy spirited 

methodological debates over the best way 
to model the economy and the wide array 
of approaches employed. Each has its de-
fenders. However, over the last few decades, 
macroeconomic theory has evolved toward a 
consensus view best described as “Keynesian 
in the short run, and classical in the long run.” 
This is reflected in the following empirical rela-
tionship between growth in output and prices 
and the rate of interest:
» Output (GDP) depends on spending,

which is determined by the expected 
real rate of interest, or the nominal in-
terest rate less future inflation;

» Nominal interest rates are determined
partly by monetary policy interventions
but also by demand for credit, which is
influenced by current activity (GDP) and
expected inflation, and

» Inflation reflects the choices made by
firms when setting prices, but these
choices depend on the level of real ac-
tivity and inflationary expectations.

Mathematically, these three un-
knowns—real GDP, nominal interest rates, 
and inflation—can be solved in a system 
of three equations, conditional on a set 

of given expectations of future income 
and inflation.

The classical long run is achieved at the 
point where expectations are consistent with 
reality—where activity and prices remain 
stable at equilibrium values governed entire-
ly by the supply side of the economy. Real 
GDP converges to its potential level, which is 
dictated by demographics, participation pref-
erences and productivity; inflation is stable at 
its expected rate, and interest rates converge 
to a level consistent with long-run nominal 
GDP growth and liquidity preferences.

In the short run, however, a shock to any 
part of this system can cause spending and 

Table 1:  Key Forecast Variables Tied to Equilibrium Anchors in Long Run

Variable Long-run anchor
Unemployment rate Equilibrium rate of unemployment (NAIRU)
Labor force Trend labor force participation rate * population ages 15-64
Real GDP Potential output level
CPI inflation rate Central bank inflation target
Interest rates Nominal potential GDP growth rate 
Exchange rate (LC/USD) Relative CPI (that is, purchasing power parity)

Source: Moody’s Analytics 
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inflation to depart from expectations. When 
this happens, GDP, interest and inflation rates 
accordingly will depart from their long-run 
levels, giving rise to the familiar dynamics of 
the business cycle.

Econometrically, this balance of Keynes-
ian dynamics in the short run with Classical 
equilibrium convergence in the long-run is 
achieved by exploiting an error-correction 
type framework in which short-run changes 
in one variable are tied both to short-run 
changes in other variables and in the devi-
ation in levels of those variables. The first 
effect drives centrifugal forces in the mod-
el, generating standard business cyclical 

responses to shocks to spending, prices, 
or financial market variables. The second 
effect creates the centripetal force that 
gradually brings the economy back to its 
long-run equilibrium.

The fundamental difficulty in operational-
izing the consensus theory within an empiri-
cal, computational model is the centrality of 
expectations in the story. Expectations are 
difficult to quantify, let alone to predict. This 
difficulty has given rise to three distinct mod-
eling approaches, all in common use today:
» At one end of the spectrum are pure 

time-series methods that require few,
if any, assumptions from economic

theory. These methods rely on highly 
flexible, reduced form specifications 
that “let the data speak.”

» On the opposite end are models built 
upon equations specifying mathemat-
ical solutions to a set of optimization 
problems in microeconomic theory.
By imposing these strong assumptions
upon the data, these models seek to 
uncover hidden truths rather than try-
ing simply to “fit” the data we observe.

» In the middle of these extremes, gov-
erned equally by relationships support-

Box 1: Balancing Coefficient Magnitudes and Decay Rates in 
Equation Specifications

Consider a simple model with three variables: X, Y and Z. Specifically, assume Y=GDP, which depends positively on two drivers X 
(investment) and Z (the price of foreign exchange). All three variables demonstrate persistence in the form of a lagged dependent vari-
able. In addition, the model has two feedback mechanisms: An increase in Y increases X in the next period (positive feedback) but also 
lowers Z in the next period (negative feedback).

𝑌𝑌𝑡𝑡 = 𝑎𝑎𝑌𝑌𝑡𝑡−1 + 𝑏𝑏𝑏𝑏𝑡𝑡 + 𝑐𝑐𝑐𝑐𝑡𝑡 + 𝜀𝜀 \s
𝑋𝑋𝑡𝑡 = 𝜌𝜌𝑋𝑋𝑋𝑋𝑡𝑡−1 + 𝑑𝑑𝑌𝑌𝑡𝑡−1 \s
𝑍𝑍𝑡𝑡 = 𝜌𝜌𝑍𝑍𝑍𝑍𝑡𝑡−1 − 𝑓𝑓𝑌𝑌𝑡𝑡−1 \s

For the model to meet the dual goals of (1) long-run stability, with Y converging to trend eventually, and (2) short-run shock prop-
erties, we would need the following conditions to hold:

In this case, a positive shock to GDP (ε) would have three effects:

1. It would persist naturally through the AR(1) term for GDP (“a”), absent any feedback mechanisms to other variables in
the model.

2. It would increase future values of X, which would have a large effect initially, pushing up Y even further. But this effect through
X would die out relatively quickly because of the small AR(1) coefficient on X.

3. It would decrease future values of Z, which would have only a moderate effect in reducing Y in the future, though this effect 
would persist for a relatively long time.

𝝆𝝆𝝆𝝆𝑿𝑿𝑿𝑿 Small (close to 0) 
𝜌𝜌𝜌𝜌𝑍𝑍𝑍𝑍  Big (close to 1) 
b*d Big 
c*f Small 
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ed by both theory and the data, lies 
the traditional approach of building 
and estimating structural models of 
the macroeconomy employed by most 
professional macroeconomic forecast-
ers, including Moody’s Analytics.

A common example of the time-series 
approach to forecasting is the vector autore-
gression model. Rather than using theory to 
specify an assumed structural relationship 
between GDP, interest rates and inflation 
rates, each variable in a VAR is regressed on 
past values of all others; no attempt is 
made to impose, or to infer any type of 
causal explanation for the correlation, nor do 
the individual coefficients have any econom-
ically meaningful interpretation. Theoretical 
assumptions are necessary only when seek-
ing to infer causal effects from shocks, not 
for prediction.

The advantage of this approach is that by 
dispensing with the need for economic theory 
and relying instead on observable historical 
covariation, VARs are largely immune from 
criticism that they are “mis-specified.” The 
flexibility from the high degree of parameter-
ization also results in fairly accurate forecasts 
over short time horizons. As additional theo-
retical restrictions are imposed, they can also 
help to predict the dynamic responses of vari-
ables, or “impulse responses” under alterna-
tive scenarios. However, the VAR method suf-
fers from at least three important limitations.

First, the forecasts are difficult to explain; 
the lack of theory and large number of regres-
sors makes the model largely a black box. Sec-
ond, the high degree of parameterization in a 
VAR both reduces the efficiency of the result-
ing estimates, and limits the scope of variables 
that can be forecast practically. A typical VAR 
is built to incorporate from two to 10 variables, 
providing a limited view of the economy com-
pared with the more than 1,000 forecast in the 
Moody’s Analytics U.S. macro model. Finally, 
prioritizing past experience over theory makes 
VARs less capable of incorporating possibilities 
outside the scope of experience (for example, 
“black swan” events).

Two examples of the second, more theo-
retical, “micro-foundations” approach include 
deterministic real business cycle models and 
the increasingly popular dynamic stochastic 
general equilibrium, or DSGE, model. In these 
models, equations are derived from equilibri-

um expressions for the aggregate outcomes 
resulting from individual, forward-looking 
optimizing behavior across a multitude of 
consumers and firms. These models are 
theoretically elegant, allowing individual for-
ward-looking behavior; the model is solved 
through the iterative convergence of agent 
actions, outcomes and expectations in a way 
that are all mutually consistent.

The incorporation of micro-foundations 
and rational expectations comes at a high 
computational cost, however. This limits 
their practical value, since it is cumbersome 
to include more than a handful of variables 
with a DSGE. Deriving tractable model solu-
tions also requires strong assumptions (for 
example, all consumers and firms are iden-
tical, with specific, simple preferences and 
production technologies). As a result, DSGEs 
remain most popular within academic circles, 
where the value of the model predictions is 
often of less interest than the elegance of the 
model’s design.

The third approach offers a versatile and 
powerful alternative. Despite their great 
value in specific contexts, the limitations 
of VARs and DSGEs—particularly in terms 
of scalability—led to the continued use of 
structural macroeconometric models by 
most private and government forecasters 
for more than a half century. These models 
are built upon familiar textbook macroeco-
nomic theory: roughly, the IS/LM model of 
aggregate demand and a Phillips curve rela-
tionship determining aggregate supply. These 
textbook equations are made operational as 
forecasting tools through the use of econo-
metric estimation to find the right “fit” of the 
theoretical relationship in the observed data 
(see Chart 2).

By taking a mid-
dle ground between 
theory and data, this 
approach attains 
neither the theo-
retical elegance of 
the DSGE approach 
nor the empirical 
flexibility of a VAR.  
Nevertheless, it 
manages to avoid 
their main short-
comings. In the 
structural approach 
used by Moody’s An-

alytics, economic theory puts restrictions 
on econometric specifications in ways that 
allow for more efficient estimation and 
better long-run forecast performance than 
a VAR can achieve. At the same time, struc-
tural macroeconomic models do not rely 
on some of the extreme, often unrealistic 
assumptions that make DSGEs suscepti-
ble to misspecification or constrain their 
explanatory scope.

The greatest advantage of the structural 
approach, however, is scalability. While VARs 
and DSGEs can incorporate no more than a 
few variables of interest, such as aggregate 
GDP, a benchmark bond yield, and CPI in-
flation, structural macroeconomic models 
generally include a rich array of macroeco-
nomic data, providing great detail on the 
composition of both spending and industrial 
activity, the slope of the entire yield curve, 
and various prices for goods, services and as-
sets throughout the economy.

This approach is not without some 
costs, of course. Because of the mutual de-
pendency of so many variables, much care 
is needed when specifying and estimating 
equations, to ensure both the validity of 
the coefficient estimates as causal relation-
ships and the stability of the entire system. 
Indeed, the notion that such models are 
in fact “structural” at all was challenged 
famously by Nobel laureate Robert Lucas, 
who argued that most economic relation-
ships in the economy—even well-known, 
stable and empirically-validated relation-
ships such as the Phillips curve relationship 
between inflation and unemployment—
should not be assumed to be constant 
and invariant to changes in the rest of the 
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Chart 2: Structural Model Methodology
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economy. In a sense, his critique was to 
remind economists that “correlation need 
not imply causation.”

In response, Moody’s Analytics, like many 
forecasters employing these models, often 
relies on correlations established with lagged 
variables or proxy instruments in the place 
of direct contemporaneous correlations 
to reduce problems of endogeneity bias in 
estimation. The reduction in simultaneous 
dependence also aids with solver speed and 
stability in the forecast process.

In further contrast to VARs and DSGEs, 
structural macroeconomic models typically 
rely more heavily on exogenous forecasts 
and assumptions introduced from outside 
the model. Examples include demographic 

projections, assumptions regarding produc-
tivity growth, fiscal and monetary policy 
action, and economic activity outside of the 
U.S. These assumptions allow forecasters to 
incorporate information that is known, but 
not internal to the model, far more easily 
than in VARs and DSGEs.

Where structural macroeconomic models 
truly excel, however, is in exploring the impli-
cations of alternative assumptions regarding 
some variables on others, such as those used 
in stress-testing exercises. In regulatory 
stress-testing, financial institutions are tasked 
with estimating portfolio loss under a small, 
prescribed set of macroeconomic assump-
tions. But rarely do bank balance sheets de-
pend closely on these broad macroeconomic 

aggregates. More often, bank solvency hinges 
on asset prices, credit quality, or industrial 
performance and employment in certain seg-
ments of the economy, such as the housing 
or commercial real estate market.

In such instances, where the goal is 
not to produce a forecast of GDP and in-
flation but to take these as inputs and ex-
trapolate them out to a much broader set 
of economic indicators, both VARs and 
DSGEs are robbed of their primary value. 
At the same time, these stress-testing 
and scenario exercises capitalize on the 
primary strengths of traditional struc-
tural macroeconomic models, which are 
transparency and the ability to operate 
on a very large scale.

Differences in macro models
As a large, simultaneous system of 

non-linear differential equations, the global 
model must be able to produce forecasts 
for a large set of time series within a single 
solution.  The model must be cohesive, 
sensible and dynamically stable as a sys-
tem, and not just a random collection of 
equations that are justifiable on their own 
but nonsensical or contradictory when used 
in combination. The most crucial concept 
in any macroeconomic forecasting exercise 
is causality.

In this context, it is important to under-
stand the differences between the country 
models used by Moody’s Analytics and the 
many other types of models employed in 
business and academia. Most important 
is the idea that our global model does not 
simply produce forecasts, but is a platform 
that allows users to construct a variety of 
scenarios. Almost all models by academics, 
and most of those used by financial corpo-
rations, are purpose-built, and as a result 
there is little or no role for the model user. 
The user inputs all available information 
but is a passive recipient of the model’s out-
put. There is no additional insight the user 
can provide, or can glean from the output, 
beyond the forecast the model produces. 
This stands in stark contrast to a structural 
macroeconomic model, which serves as an 
analytical tool more akin to an accountant’s 
calculator than a mystical oracle emitting 
prophecies amid a cloud of vapors.

For example, consider a credit model in 
which a regression equation is fit to loan 
losses conditional on current and lagged 
unemployment and interest rates. A model 
user must simply input assumed future 
values for the unemployment and inter-
est rates to generate a prediction for loan 
losses. If the model equation is judged to 
perform well, then there is no basis to as-
sume losses would be anything other than 
predicted by the model. Any non-model in-
formation and qualitative judgments would 
likely be incorporated through changed as-
sumptions on the exogenous model inputs, 
not adjustment of the endogenous model 
output. As a result, standard statistical 
testing and residual diagnostics are critical 
to ensure the validity of the conditional ex-
pectation relationship between loan losses 
and the covariates.

By contrast, consider a model where 
all three of these inputs—credit losses, 
interest rates and unemployment—are 
endogenous and depend on one another. 
In this situation, there are no exogenous 
inputs to be adjusted. Rather, the model 
user is forced to be an active participant 
in the forecast process—to manipulate the 
endogenous variables directly to incorpo-
rate alternative assumptions. The quality 
of the forecast for loan losses depends not 
just on the specification of one equation 
but of three, and more important than 
the degree of equation fit for loan losses 

is consistency in the direction of causality 
across equations.

In reality, almost everything in the econ-
omy depends on everything else; however, 
in the stylized world of statistical models, 
establishing assumptions of causality is crit-
ical to building a structural model. If credit 
losses depend positively on unemployment 
and unemployment depends positively on 
credit losses, the system can become un-
stable.  More important, the stronger these 
relationships appear (the larger the t-sta-
tistics) and better the fit (the higher the 
R-squared) the more this threat of explosive
instability becomes.

For this reason, as discussed in this doc-
ument, the methodological considerations 
around choice of equation specification, 
estimation strategies and diagnostic test-
ing all differ from those that might be 
used in alternative contexts, such as single 
equation time series forecasts or credit 
loss modeling. In particular, the role of a 
priori theory, consistency of causal ordering 
across equations, and the accuracy of re-
sulting model simulation in practice are all 
given much greater weight relative to the 
values of standard econometric equation 
hypothesis tests. Measures of equation fit, 
coefficient significance, and residual serial 
correlation are still valuable, but for their 
diagnostic value rather than in providing 
meaningful statistical inference under a 
well-defined null hypothesis.
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The country structure in the global model
Moody’s Analytics employs the same 

forecasting methodology in building all of 
our country models, but the specific linkages 
across the model equations and the exact 
functional form used in the econometric 
specification typically vary from country 
to country. Initially, every country model is 
estimated according to a standard template; 
however, this template is flexible, allowing 
for differences for countries with fixed versus 
floating exchange rates, or net energy export-
ers versus importers, for example.

Once initial estimation is complete, 
equations are then inspected, tested, evalu-

ated and changed as necessary to optimize 
baseline forecasting accuracy and scenario 
shock responses. In general, equations differ 
across countries for three principal reasons: 
data availability, the composition of industry 
and exports in that country, and differences 
in historical experience that negatively affect 
the signs and significance of key right hand 
side variables. The exact criteria used in the 
evaluation of what constitutes an acceptable 
equation are discussed below. In general, 
however, an equation is judged to be ac-
ceptable if it has coefficients that produce 
a stable, accurate baseline forecast without 

human intervention, and which generate ap-
propriate shock responses in scenario tests.

In keeping with earlier discussion of struc-
tural versus reduced form modeling, most 
equations are specified as functions of a known 
set of covariates up to some unknown param-
eters, the values of which are estimated based 
on a least squares fit of the model equation 
to historical data. Most of these functions are 
linear or log linear representations, with specifi-
cations guided by mainstream macroeconomic 
literature. A brief description of the base speci-
fications used in the initial model estimation for 
each country is given in Appendix 1.

Cross-country linkages

Conceptually, the global model consists 
of 64 different country-level macroeco-
nomic models, all tied together through a 
specific set of cross-country linkages of the 
following types:
» Trade linkages. Exports are tied

to a trade-weighted average of the
imports of the exporter’s five largest
export markets. Exports also depend
on the real effective exchange rate,
which depends on foreign prices and
exchange rates.

» Financial linkages. Among those
countries with liberal current ac-
counts and convertible currencies,
global financial arbitrage activity
exercises a strong impact on domes-
tic interest rates, equity prices, and
exchange rates. In particular, while
short-maturity interest rates are
driven largely by central bank policy,
longer-maturity bond yields in con-
vertible currencies are linked through
uncovered interest rate parity to a
global benchmark rate, proxied by
the U.S. Treasury yield.

» Price linkages. Generally speaking,
the inflation rate in economies with
a fixed exchange rate are anchored
by the growth rate of foreign prices.
Inflation in countries with a floating
exchange rate is anchored by infla-
tionary expectations, but influenced
by a number of global factors, includ-
ing commodity prices (particularly
oil prices), exchange rates, and the
price of foreign goods.

» The balance of payments. Direct
and portfolio investment flows are
modeled as part of the financial ac-
count of the Balance of Payments.
Direct investment flows in and out of
the country are assumed to depend
on investor expectations of growth
and a country’s competitiveness,
defined by its real effective exchange
rate. Portfolio capital flows are fore-
cast on a net basis, with a specifi-
cation motivated by the Balance of
Payments identity that the current,
capital and financial accounts must
sum to zero. Although an identity,

the capital account is not forecast 
but instead treated as a stochas-
tic error term within the portfolio 
balance equation.

» Investment linkages. Foreign direct
investment into an economy is one
determinant of fixed capital forma-
tion, providing a second demand
linkage beyond exports. In practice,
this effect is much weaker than trade
linkages.2 In addition, psychological
linkages play an important role in
investment. Expectations of future
domestic GDP growth, which affect
investor decision making in both
the goods and financial markets, are
influenced in part by global shocks,
including those affecting the perfor-
mance of the large engines of global
growth: the U.S., euro zone, China,
Japan and Brazil.

2	 This is because of three reasons: (1) a usually small share of 
foreign funding of domestic investment, (2) the volatility 
of the FDI series, which reduces the correlation with fixed 
investment, and (3) measurement issues that affect the 
timing of the relationship of foreign capital flows and NIPA 
spending that also reduce the empirical correlation.

Equation specification
The Moody’s Analytics global macro model 

is a structural model. This means each equation 
is specified not merely to maximize its predic-
tive value, but also to abide by  textbook mac-

roeconomic theory. Wherever possible, theory 
is applied strictly, with the specific functional 
forms motivated as the first order solution 
to some optimization problem, and with the 

equation parameters having a clear structural 
interpretation. In other cases, theory is applied 
in a much broader sense, by employing first or-
der Taylor rule expansions to generate log-linear 
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regression specifications between dependent 
and independent variables, or specifying equa-
tions according to empirically validated rules of 
thumb, like Okun’s law, or a professional con-
sensus in the field, such as the so-called Taylor 
rule for central bank interest rate setting.

In each case, parameters are estimated 
econometrically based on the observable his-
torical covariation over the equation’s macro-
economic time series. Below are descriptions 
of important methodological considerations 
in specifying and estimating these equations:
» Specification searches. Typically, theo-

retical macroeconomic models describe
either static relationships (for example,
the textbook IS curve) or involve some 
type of dynamic relationship over a 
non-specific time period (for example, 
asset pricing equations). In either case, 
applying a theoretical relationship to 
the data and implementing it practically
in a forecast setting typically requires
some type of specification search. The-
ory places structure on the data, but the 
data are also used to discover empirical 
facts about relevant lag lengths and
periodicity. These facts can differ across 
countries, as can data quality, volatility 
and economic significance. For example, 
stock market valuations may play a
more important role in business invest-
ment decisions in some economies than 
others. Thus, for a given variable, the
same specification is used initially for
each country, but the final specification 
for that concept may vary across coun-
tries. This variation may be for empirical
reasons—shocks propagate more slowly
in some countries, requiring longer
lag lengths. Or it may be for practical
reasons—an explanatory variable may 
appear in one country where there is a 
long historical times series available, but
be dropped from an equation where its 
inclusion would significantly reduce the
sample size.

» Equation parsimony. In theory, ev-
erything in the world is endogenous. In
practice, the global macro model was
built to function as an effective tool 
for addressing a wide array of possible
use. This requires maximum flexibility
in terms of cross-variable linkages and 
associations, and directions of causality 

among variables. However, in a model 
with 10,000 equations and unknowns, 
some structure is required to ensure 
tractability and stability. For this reason, 
equations are generally specified in a 
way to include whatever variables are 
deemed most necessary, in whatever 
transformation of that variable makes it 
appear most significant, while excluding 
extraneous variables or those with low 
levels of statistical significance (high 
p-values). In general, though, theoreti-
cal and practical considerations always 
trump statistical ones. A variable that is 
theoretically relevant or represents an 
important linkage for ensuring proper 
shock propagation may be included in 
an equation even if it has a higher p-val-
ue (implied by a low t-statistic) than 
another, less theoretically important 
variable with a more significant p-value 
that is ultimately excluded for reasons 
of parsimony.

» Linkage parsimony. Just as parsimony in 
equations helps to alleviate problems of 
collinearity that can produce volatile and 
possibly inaccurate coefficient estimates, 
parsimony in the extent of cross-coun-
try linkages helps to reduce the size of 
the simultaneous model “core,” which 
increases stability of the solutions and 
reduces iteration counts, and thus the re-
quired time to solve. Several approaches 
to linkage parsimony are taken:
» Use of proxies vs. aggregates. In

theory, each country both deter-
mines and is influenced by world
prices and interest rates. However,
world prices and interest rates are
not a prim-
itive fore-
cast with a 
stochastic 
equation. 
Rather, they 
are an ag-
gregate that 
depends on 
the forecasts 
for all cov-
ered coun-
tries. For this 
reason, in-
cluding just 

a few instances of “world prices” (or 
interest rates or GDP growth) in the 
simultaneous core of one country 
would actually imply the addition 
of many thousands of variables 
in the core, slowing convergence 
times considerably. For this reason, 
the model often uses just a given 
value for the U.S., and/or another 
large regional economic superpow-
er such as the euro zone, Japan or 
China as a proxy for the equivalent 
global aggregate concept. Ergo, 
U.S. CPI is used in place of “global 
prices” as a driver for a country’s ex-
port and import price deflators, the 
U.S. Standard & Poor’s 500 stock 
market index is used as a proxy for 
average global stock prices, and the 
U.S. Treasury yield curve is used as 
a proxy for the maturity spread on 
global risk-free debt, over which 
foreign yields are marked up in line 
with their domestic monetary poli-
cies and perceived default risks.

» Top-down vs. bottom-up. In
theory, French GDP is the sum of
final goods market expenditure
in France, and euro zone GDP is
the sum of GDP across all of the
euro zone countries. However,
investment in France may be
determined in part by growth
in euro zone GDP. In theory, a
model solution may be computed
with a consistent path for French
investment given euro zone GDP
and euro zone GDP given French
investment, but a large number
of iterations may be required

Presentation Title, Date 3

Chart 3: “Top-Down” and “Bottom-Up”
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Source: Moody’s Analytics
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to compute this solution, slow-
ing the model solve speed and 
potentially creating instability 
should a shock be delivered into 
this simultaneous system of 
equations. To avoid such prob-

lems, we employ a number of “ex 
ante/ex post” concepts, in which 
a top-level variable represent-
ing some aggregate outcome is 
determined, which then drives 
lower-level forecasts, which are 

summed to produce an aggre-
gate that mirrors, if not exactly 
equals, the initial forecast (see 
Chart 3).  Examples of top-down/
bottom-up specifications are in 
Appendix 2.

Econometric estimation

Almost all model parameters are estimat-
ed econometrically rather than calibrated. 
Those which are calibrated are done so as 
part of a transformation of the dependent 
variable—for instance, if Y depends on X and 
Z and we know the coefficient on X should 
be 0.5, the coefficient on Z would be esti-
mated through a regression of (Y-0.5*X) on 
Z. In performing econometric estimation 
of the parameters, there are always two 
main considerations:
» The bias vs. variance trade-off. Fore-

cast error arises from bias and exces-
sive variance in the forecast equations, 
which often can be linked to bias and
excessive variance in the estimators 
used to generate equation coefficients. 
Unfortunately, trying to reduce either 
bias or variance often comes at the 
expense of increasing the other. For 
this reason, all choices of equation 
specifications and estimation method
are done with a (subjective) view of 
what the modeler believes optimizes 
the results from the perspective of the 
bias-variance trade-off.

Examples include (but are not limited to): 
(1) introducing bias from omitted relevant
variables versus increasing variance (and 
thus parameter instability from excessive
multi-collinearity) by including extraneous
variables; and (2) removing potential endog-
eneity bias through the use of instrumental 
variables (a 2SLS estimator) versus increasing
parameter (and forecast) variance, relative to
the more efficient OLS method.

Once these initial template equations are 
estimated, the results are scrutinized by the 
global modeling team to ensure all param-
eters have the correct sign and reasonable 
significance, the equation fit is sufficient, and 
the estimation sample is large enough to en-
sure robust and stable coefficient estimates 
as model history is updated over time. In the 

case of overall good equations with a specific 
problematic coefficient, small permutations 
of the variable are tested, including alternate 
lag structures, moving averages (to improve 
the signal/noise ratio), and transformations 
from a specification in levels to one in differ-
ences, or vice versa.

In instances where short history for one 
regressor leads to a severely truncated esti-
mation sample, a proxy variable with longer 
history may be substituted, or the problem 
variable dropped altogether. In cases where 
coefficients seem significant and of the 
wrong sign, the residuals are inspected to 
account for possible omitted variable bias 
and corrective action is taken based on 
that analysis.

In general, traditionally reported regres-
sion statistics based on estimated residuals—
such as the R2, coefficient t tests, and the 
Durbin-Watson statistic—are treated as im-
portant diagnostics that provide information 
to the modeler but are not determinative 
of equation validity or appropriateness. The 
modeling bias is always toward the valid-
ity of the equation on theoretical grounds 
over econometric ones. This is because the 
primary purpose of the regression is not 
statistical inference: In the deterministic 
forecast solution, only the coefficient values 
matter, not the standard errors of those coef-
ficients.  Therefore, econometric “problems” 
like heteroskedasticity, serial correlation and 
non-normality of the error terms that pro-
duce inaccurate reporting of standard errors 
and associated p-values—but which do not 
preclude unbiased estimation of the coeffi-
cients—are considered secondary problems 
relative to those, like omitted variable bias 
and dynamic stability, that have implications 
for the actual forecast solution produced by 
the model equations.

To be clear, the statistical significance 
of coefficients, overall equation fit, and ev-
idence of serial correlation in residuals are 

not entirely unimportant. These simply have 
different interpretations in the context of 
forecasting than they do in the more familiar 
“textbook treatment” of regression as a tool 
for statistical inference and hypothesis test-
ing. For example:
» t-statistics traditionally are used in a

test of the hypothesis that a covariate 
has zero impact on the dependent 
variable. This can be used to evaluate 
the significance of treatment effects 
or as part of a decision rule to include
or exclude an auxiliary conditioning 
variable. In the context of a structural 
forecast model, theoretical consid-
erations are primary in the decision
to include or exclude a variable and
the t-statistic is important largely for
estimating how strong an effect each
variable relative will have relative to
others when shocked during scenarios.
For example, a much larger t-statistic
on interest rates than stock prices in
an investment equation implies that 
investment will respond much more
strongly to a one-standard deviation 
shock to interest rates than it will to an
analogous shock to stock prices.

» The R2 of an equation measures equa-
tion “fit,” or the share of the variance in 
the dependent variable that can be ex-
plained by the regression equation. In
backward-looking analytical use, the R2

can be used as a proxy for the probabil-
ity of a given specification being “cor-
rect” under the notion that the best 
theory is that which can best match
historical patterns. In the forecasting
context, again, adherence to theory is
considered more important than mod-
el fit in selecting a final equation speci-
fication. Nevertheless, the resulting R2
is an important indicator of the degree 
to which the dependent variable will 
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respond at all to shocks introduced in 
the model. This is important because 
for the model to work properly in sce-
nario applications, shocks must be able 
to propagate through the model com-
pletely. If large shocks to GDP have 
little to no impact on the unemploy-
ment rate, then all other downstream 
variables that depend on employment 
rather than GDP, like income and many 
prices, may not respond appropriately 
to an exogenous shock to exports.

» The Durbin-Watson test statistic is
useful for its standard role in reveal-
ing the presence of serial correlation 
in the residuals. In both standard
backward-looking analytical and for-
ward-looking forecasting applications 
this is important to know, as it sug-
gests that the residuals are predictable,
and thus contain some information 
that is not being exploited. In the case
of structural models, this is of less
concern because the goal is to link
forecasts for variables to other vari-
ables rather than to stochastic error 
terms. However, a DW value that de-
parts from 2 indicates that a variable is
likely to display a “first forecast quarter 
jump-off” problem, since the expected 
value of the residual, conditional on 
previous history, is not zero.  This issue
is typically addressed as part of the 
monthly line-up process.

Although not desirable, the presence of 
residual serial correlation is often considered 
acceptable in structural models because 
the standard remedy, ARMA modeling of 
the error term, frequently entails more cost 
than benefit in terms of the forecast. This is 
because many structural relationships are 
based on long-run equilibrium conditions, 
not short-run causal relationships, and for 
this reason the residuals display a high degree 
of persistence. Including an autoregressive 
term to correct for this is likely to lead to an 
autoregressive coefficient close to 1, with an 

accompanying large loss in significance in the 
desired covariates in the structural equation. 
An easy example would be stock prices. In 
theory, stock prices are tied to corporate 
earnings per share and interest rates. But 
in the short run, stock prices behave much 
like a random walk. As a result, the resid-
uals in a stock price equation may display 
considerable serial correlation. Inclusion of 
an AR term eliminates serial correlation and 
“improves” the DW statistic, but in doing so 
the AR error absorbs nearly all of the varia-
tion, rendering insignificant the coefficients 
on earnings and interest rates. In a scenario 
forecasting context, if GDP and interest rates 
in the resulting model were shocked, there 
would be almost no impact on stock prices.
» Non-stationarity of the variables in a 

time series regression, as commonly
assessed by the Augmented Dick-
ey-Fuller test, is an important con-
sideration when conducting inference 
as the presence of a unit root renders
reported standard errors invalid,
along with any associated p-values
for the coefficients. In the context of 
forecasting structural models, roots
close to the unit circle are typically 
associated with a more practical con-
cern: dynamic instability. Many of the 
model equations are modeled with
a lagged dependent variable in level
terms, which is intended to produce a
mean-reversion effect that allows the 
model to simulate stable forecasts out 
to 30 years without values exploding 
to infinity or quantities falling secularly 
until they take on negative values, both 
of which can lead to a model crash. If a
series is non-stationary, that mean-re-
version disappears (in the case of a unit 
root) or reverses (if the root is greater
than 1), causing the forecast to explode 
away from equilibrium rather than con-
verging to it. For this reason, equations 
are purposefully modeled such that the
dependent variable and covariates are
all stationary. This typically requires

some transformation of the variables, 
such as differencing the non-stationary 
series or modeling it as a stationary ra-
tio of another non-stationary variable.

The following econometric and technical 
modeling considerations were also important 
in building the global model:
» Equation stability.
» Equations modeled in levels with

no lagged dependence will suffer
“jump-off problems.”

» Equations modeled in changes
(percent change or differences) may 
suffer from stability problems (need
anchors, or ECM specification to 
ensure stability).

» Equations modeled in four-quarter
changes should be avoided—shocks
propagate forward as undesired
“cyclicality.”

» Causation vs. correlation.
» Lags or instrumental variables 

should be used where OLS esti-
mates may be improperly estimat-
ed (that is, not reflect true casual
relationships).

» Short vs. long regressions.
» Equation specifications should

trade off the following three 
desired criteria:

» Shockability. Equations should
have sufficient mechanisms built
in to allow interesting and ap-
propriate shock propagation, to
generate scenarios.

» Parsimony. Variables should be ex-
cluded that have a low signal/noise
ratio (low t-statistics), to ensure 
stability and accuracy of forecasts.

» In general, specifications for vari-
ables in the model core should err 
toward forecasts that are robust
to perturbations to ensure model 
stability, while specifications for 
peripheral variables should max-
imize their response to shocks 
while remaining consistent with 
core drivers.

The use of event dummy variables

One type of dummy variable plays an 
important role in the global model: those 
“event” dummies indicating a discrete period-

ic in conditions such as a recession, a financial 
crisis, or a cycle of hyperinflation. These vari-
ables are important in several respects.

First, they provide a natural lever with 
which to introduce the concept of an “ex-
ogenous shock.” Most economic models 
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operate by inputting values for exogenous 
variables and having the model return values 
for endogenous variables. In this case, one 
can construct alternative outputs simply by 
altering the exogenous inputs. In the global 
macroeconomic setting, however, there are 
few truly exogenous variables. GDP, income, 
prices, interest rates, exchange rates, trade 
balance, stock prices and house prices all 
depend on one another. Although one can 
produce a recession in a country by, for 
example, lowering consumption spending 
dramatically, to a large extent you have then 
simply assumed your conclusion. The goal of 
the dummy is to avoid exogenizing variables 
of interest that we want the model to tell 
us about. “Turning on” a country’s recession 
dummy in a downside scenario avoids the 
need to overlay the model output with an as-
sumption about consumption or investment 
spending, is more transparent in tracing back 
forecast output to inputs, and preserves the 
model’s ability to transmit shocks by keeping 
key series endogenous.

Second, the use of recession and finan-
cial dummies in estimation help to reduce 
omitted variable bias. When estimating a 
structural relationship across time series, 
there are often structural breaks (temporary 
or permanent) where the relationship shifts 
in some way. A recession could trigger a 
sudden temporary increase in fiscal stimulus 
spending, a widening of credit spreads, a 
pullback on house purchases, or big-ticket 
durables spending. Not controlling for these 
factors may bias the coefficient estimates 
on included regressors, if the values of those 
regressors are correlated with the episodes 
of structural change. Evidence of such omit-
ted effects can often be seen by examination 
of the residuals. The use of time dummies, a 
common option in econometric estimation, 
allows for structural breaks. Not accounting 
for this may conflate differing effects over 
time into a single coefficient. However, in 
the context of forecasting, a time dummy 
approach wastes information. The period 
2007-2009 will never occur again. Yet, the 
relevant events of that period very well 

could recur. Creating an event dummy vari-
able, such as DUM_RECESS, is economet-
rically equivalent to using a time dummy 
during the quarters of a recession, but it has 
an additional practical advantage; alterna-
tive forecasts for the event dummy can be 
set explicitly to motivate, in a transparent 
fashion, the construction of alternative sce-
narios in the forecast.

Third, dummies help capture the im-
pacts of latent or non-quantifiable (that is, 
qualitative) factors such as investor psy-
chology.  Dummy variables are useful for 
quantifying the impact of an unknown la-
tent factor that cannot be easily identified 
or measured. If the omitted variable bias in 
the regression was being generated simply 
by the existence of recessionary conditions, 
such as a high unemployment rate, then 
the optimal approach would not be to in-
clude that omitted variable directly. The 
problem with this arises when the variable 
under consideration (that is, the unemploy-
ment rate) does not have a clear structural 
relationship justifying its inclusion in the 
equation. In this case forecast problems 
can be introduced by changes in the proxy 
variable independent of changes in the 
“true” underlying latent factor inducing 
spurious changes in the forecast. For this 
reason, where the omitted variable is be-
lieved to be qualitative or non-observable, 
the dummy variable method is preferable 
to the proxy method. For example, the sud-
den emergence of fears of recession might 
spark a drop in equity prices. A recession 
is also associated with a rise in unemploy-
ment. However, the level of unemployment 
may not be structurally related to stock 
prices. In fact, higher unemployment may 
be generally associated with higher stock 
prices, out of a belief that the central bank 
will keep future interest rates lower than 
they otherwise might.

Fourth, the dummy variables help to gen-
erate more realistic dynamics. Another con-
cern with using a proxy like the unemploy-
ment rate in a stock price equation would be 
the fact that the unemployment rate tends 

to rise and fall much more gradually than 
changes in equity prices. Using a recession 
dummy in an equity, investment or durables 
spending equation can help to produce a sud-
den, sharp movement in a forecast series in 
a downside scenario, matching the empirical 
dynamics commonly observed during reces-
sions. By contrast, equations tied to variables 
that adjust gradually, or enter with some lag, 
produce much more slow-moving respons-
es in which GDP, unemployment, inflation, 
equity prices and other variables drift away 
from the baseline in a recession scenario 
rather than sharply dropping away from it in 
a manner consistent with past experience for 
most countries.

Finally, incorporation of event dummies 
helps to reproduce empirically observable 
asymmetries. A final use of recession dum-
mies is to help introduce asymmetries that 
are also evident in the data. An example 
would be Okun’s law: a strong empirical 
(negative) correlation between the size of 
the output gap and the unemployment rate. 
Roughly speaking, across much of the OECD, 
the unemployment rate moves by about 
-0.4 times the percentage point difference
in the growth rates of real GDP and its po-
tential rate.  This amounts to a trend line
that fits the data quite well but also implies
a symmetry between faster growth lowering
the unemployment rate and slower growth
raising it. On an incremental basis this sym-
metry does exist, but with more extreme
swings we generally see unemployment
rising sharply much more during the onset
of recessions than we see it falling during
boom periods. There is a natural floor on the
unemployment rate but no equivalent ceil-
ing, reflecting in part the fact that it is easier
to engage in sudden, mass layoffs than
sudden, mass hiring. Augmenting the Okun’s
relationship with a recession dummy helps
to improve the equation fit by addressing
this asymmetry in the data, and more accu-
rately reproduce the shock properties and
severities observed in the unemployment
rate data during prior periods of stress.

The forecast process

Historical data and model baseline 
forecasts are updated in the second week 

of each month. A team of trained econ-
omists reviews the baselines and adjusts 

the baseline forecasts, reflecting new 
qualitative information, such as shifts in 
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a central bank’s monetary policy stance, 
changes in market sentiment, or newly re-
leased government budget documents and 
business surveys.

The baseline forecast is produced according 
to the following steps:
» History is updated with new data for 

endogenous variables.

» All existing add-factors are cleared out, 
and then recalculated to preserve the 
previous forecast path for variables 
selected by the analyst. This is referred 
to as the “line up” process, and helps 
to promote consistency in our baseline 
forecasts from month to month, mini-
mizing confusion over the outlook. An 
initial “lined up” forecast is produced that 
represents what the previous month’s 
forecast would have been if the analyst 
had knowledge of the next months’ data.

» Values for exogenous model drivers are 
then updated, and a new model solved
to account for how these changes alter
the domestic outlook.

» This initial update to the baseline
forecast is then handed to the country 
analysts, who evaluate the baseline 
changes and apply their expert judg-
ment to make additional changes to 
the forecasts to reflect recent news,
policy announcements and qualitative
information beyond the data available 
for input to the model.

» After the country analysts make their
initial assessment and adjustments, a
team of regional experts assesses the
forecasts and checks for cross-coun-
try consistency. When issues are
found, they are discussed with the
country analysts and resolved collab-
oratively, with the analysts making
appropriate final adjustments prior
to publication.

Updated baseline forecasts are typically 
published mid-month, and are followed one 
week later with updated forecasts for 11 stan-
dard alternative macroeconomic scenarios for 
each country (see Table 2).

Each scenario begins as an exact copy of 
the baseline forecast, generated by a combi-

nation of the model equation and the base-
line add-factors determined by the country 
expert. The model solutions are then shocked 
in three specified ways and resolved:
» Exogenous inputs such as foreign de-

mand, commodity prices, global inter-
est rates, and scenario values are eval-
uated, as determined by other models.

» Domestic exogenous variables, par-
ticularly dummy variables indicating 
the onset of recessionary conditions 
or financial shocks, are set to their
scenario values.

» A set of specified endogenous vari-
ables, such as investment spending,
policy rates and exchange rates, are
set to specified values to further shock 
the model.

In some cases, just the first of these—
changes to the value of exogenous global 
inputs—is sufficient to produce a large shock 
response. In most cases, however, the impact 
is measurable but not significant. A recession 
in the U.S., for instance, may trigger a reces-
sion in Canada but it would not be enough 
on its own to push China, Brazil or South 
Africa into recession. As a result, severe up 
and downside scenarios in these countries 
typically rely on assumptions that alter the 
values of domestic, endogenous variables.  
The use of dummy variables for recession 
and financial crisis allow a single, transparent 
lever to be pulled that produces shocks to 
consumption, investment, wage growth and 
financial markets that are consistent with 
each other and with historical experience. 
However, binary variables do not easily al-

low for proper severity calibration to target 
probabilities. To achieve the desired severity 
in output, unemployment, inflation and other 
variables, endogenous variables are turned 
into exogenous assumptions, which then in 
turn drive the rest of the model. Responsibil-
ity lies with the country experts for selecting 
the appropriate variables to shock and the 
degree to which they need to be adjusted, 
consistent with a written scenario narrative 
and a calculated severity/probability curve for 
that country.

The first set of Moody’s Analytics stan-
dard scenarios reflect demand shocks of 
various intensity. The specific nature of the 
demand shock varies with evolution in the 
risk profile of each country, but the severity 
of the shock is calibrated to country-specific 
probability distributions calculated based 
on historical experience. The Moody’s Ana-
lytics baseline reflects our projection of the 
median, or “50%” scenario, meaning in our 
assessment there is an equal probability that 
the economy might perform better or worse 
than the baseline forecast. By contrast, the 
S1 upside scenario projects faster growth 
and lower unemployment to a degree to 
which in our judgment the economy has a 
1-in-10 chance of performing any better.
Similarly, our most severe downside scenar-
io, S4, is calibrated to a reflect a downturn
of a severity that would be expected with no
more than a 4% probability.

These probability-calibrated scenarios are 
generated through a collection of shocks that 
adhere to a strict narrative of assumptions 
deemed “most likely” to produce the desired 
outcomes. Assumptions about shocks are 
calibrated to ensure they are sufficient to 
replicate the targeted severity.

Table 2:  Moody’s Analytics Standard Global Scenarios

S0  Extreme Upside (96th percentile demand shock)
S1  Stronger Near-Term Growth (90th percentile demand shock)
S2  Slower Near-Term Growth (25th percentile demand shock)
S3  Moderate Recession (10th percentile downside)
S4  Protracted Slump (4th percentile downside)
S5  Below-Trend Long-Term Growth (supply shock)  
S6  Stagflation (supply shock)
S7  Next Cycle Recession
S8  Low Oil Price
S9  Constant Severity Downturn
CF  Consensus Forecast

Source: Moody’s AnalyticsSample
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In addition, Moody’s Analytics produces 
several standard scenarios (S5 to S8) in which 
specific alternative assumptions are target-
ed, as opposed to choosing assumptions to 
target outcome severities or probabilities. 
S9 is an extreme recession scenario set to 
achieve a specific severity, which presents an 
alternative to S4, which has a constant prob-
ability but thus varying severity as current 
economic conditions change over time. The 
custom “CF” forecast provides an alternative 
to the baseline forecast, a targeting the con-
sensus outlook across a range of third-party 
published forecasts.

These standard scenarios provide a 
wholesale solution to many clients’ needs, 
including internal risk assessment, regulatory 
stress-testing, and expected loss calculations 
under IFRS 9 or CECL accounting rules. Cli-
ents can also extend these standard global 

macroeconomic scenarios to allow for cus-
tomized-idiosyncratic shocks. To generate a 
scenario, the model user begins with a cur-
rent model solution (usually, but not neces-
sarily the baseline forecast) and then resolves 
the model after altering one or more of the 
following types of series:
» Global market assumptions (such as

commodity prices)

» National model assumptions (central
bank policy rates, for instance)

» Endogenous forecast variables (Chinese 
imports, Canadian house prices, or Ital-
ian investment spending, as examples)

In the first case, the forecast path for a 
variable such as global oil prices is altered 
to reflect changed assumptions about the 

nature of global markets, with top-down 
pass-through effects to all countries simul-
taneously. In the second example, a forecast 
assumption within one specific country can 
be altered with direct implications for the 
forecast in that country and indirect spill-
over effects to other countries via trade or 
financial linkages. Examples might include 
a hike in the European Central Bank’s policy 
rate, or a devaluation of the Hong Kong dol-
lar. In the third example, a variable typically 
thought of as endogenous—determined by 
the model solution—can be made exog-
enous and set to an explicit target value. 
This last approach is frequently employed 
in regulatory stress-testing, where financial 
institutions are required to assess their per-
formance under an explicit set of targets for 
variables such as GDP, unemployment, in-
terest rates, stock prices and house prices.

Data sources and methods

All macro forecasting is done at a 
quarterly frequency. Interest rates, stock 
prices, and other higher frequency data 
are converted to quarterly frequency 
using the appropriate technique for the 
series, such as averaging, summing, or 
taking end-of-period values. Data avail-
able only at an annual frequency, such 
as demographic projections from the 
World Bank, are converted to a higher 
quarterly frequency using a cubic spline 
interpolation method.

The historical data series forecasts in 
the model are sourced directly from nation-
al statistical offices wherever possible, to 
ensure that the forecasts reflect the most 
accurate and timely information available. 
Data from third party aggregators such as 
the World Bank, OECD and International 
Monetary Fund are used to supplement these 
primary sources under one or more of the 
following conditions:
» The data are available only from a

multinational source;

» We do not possess use rights for a na-
tionally sourced series;

» For cross-country forecast consistency 
we use a definition differing from na-
tional definitions; or

» The multinational source data are of
higher quality.

» Often, to maximize the quality, meth-
odological consistency and cross-coun-
try comparability of forecasts, histor-
ical data are sourced from proprietary
estimated series.3

3	 Standard examples include wages, disposable income and 
house prices, which are often reported on an inconsistent 
basis by national sources but often serve as the basis for 
cross-country comparisons. NIPA variables such as GDP are 
reported on a standardized, seasonally adjusted annualized 
basis, both in local currencies and in three comparable 
currencies: U.S. dollars, euros and PPP (purchasing power 
adjusted U.S. dollars).

To improve the quality and comparability 
of the data across countries, reported histor-
ical data are also sometimes transformed in 
one or more of the following ways:
» Seasonal adjustment. When the prima-

ry source data are not reported season-
ally adjusted, we use the U.S. Census 
Bureau X-13 program to produce sea-
sonally adjusted data.

» Backcasting. For index data and retail
sales we extend the time series us-
ing the growth rates of discontinued 
predecessor series. For example, we
extend the base 2015 real retail sales
data using growth rates from previous
base year data.

» Homogenization. We rescale and ho-
mogenize data to facilitate cross-coun-
try comparison. Data valued in cur-
rency are scaled to be in billions. Flow
concepts are annualized by multiplying
quarterly values by four as needed.

Model evaluation and governance procedures

The Moody’s Analytics forecast models 
are continually evaluated by clients, the 
country experts and other internal model 

users, an independent Model Validation 
team, and perhaps most frequently, 
through the ongoing quality control pro-

cesses undertaken each month by the 
Model Development team charged with 
building and maintaining the models.

Sample
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Issues that have needed to be addressed 
during ongoing evaluations include:
» Changes necessary to respecify equa-

tions when coefficients change the 
dynamic properties of the model after 
re-estimation. In particular, we have 
quality control procedures in place to 
flag any coefficient changes that alter 
the sign (very rare) of a coefficient, or 
(more commonly) the roots in a differen-
tial equation from stable to explosive.

» Changes necessary to improve shock 
properties (in scenario testing) to bet-
ter calibrate simulation responses to 
historical variation.

» Changes necessary to improve model 
stability (for example, to reduce the size 
of the simultaneous core, which reduces 
both solution time and the possibility of 
nonconvergence).

» Changes necessary to reduce the pos-
sibility of a model crash (for example, a 
variable that cannot take on non-neg-
ative values falling below zero during a 
stress, or in response to adjustment of 
another model series).

» Changes necessary to increase
cross-country consistency, or with-
in-country consistency (for example, 
the response of domestic prices to 
exchange rate shocks, or to foreign in-
flation trends).

In the six months or so following the construc-
tion of a new model there is often a “tuning” 
process in which model equations are changed 
frequently in an effort to deliver maximum per-
formance. The acid test for any forecast model 
is always its ability to predict accurately out of 
sample. A model’s ability to match in-sample 
data is important but only proves the ability of 
the model to predict the past, not the future. 
Any true out-of-sample testing for forecast ac-
curacy must occur as a “live fire” exercise.4

4	 Cross-validation techniques can be used, which involve 
re-estimating equations on a limited sub-sample of the 
data (for example, estimating using data up to 2009, to test 
forecasts for 2010-2017 against available history) but re-es-
timating on a subsample of data often changes coefficients 
in a way that affects the forecast performance. Ultimately, 
therefore, cross-validation amounts to a good test, but of 
the wrong model.

More important, the primary consid-
eration in assessing model performance is 
always whether it performs the functions it 
was designed for. In the case of models built 
primarily to simulate the path of macroeco-
nomic variables under alternative scenarios 
for regulatory stress-testing and accounting 
purposes, it is not just forecast accuracy that 
is important but also the ability of the model 
to produce appropriate shock responses in an 
efficient and transparent manner.

As discussed previously, model evaluation 
is not easily done simply through inspection 
of each individual model equation in isola-
tion. In the context of macroeconomic simul-
taneous equations model, standard “model 
section” criteria such as information criteria 
do not always apply. This is because the fore-
cast is not based on the performance of any 
one specific equation, but many equations in-
teracting together. It is quite possible to have 
a model comprised of multiple equations that 
seem to pass muster individually, but which 
when combined produce inaccurate or highly 
unstable forecasts. Conversely, a useful, more 
accurate model can be constructed using a 
combination of equations that, evaluated 
solely on an individual basis, seem limited 
or problematic using standard econometric 
diagnostic tools for a single equation.

However, after the initial burn-in period 
of model testing and respecification is com-
plete, the specifications of the equations are 
finalized and typically do not require re-es-
timation except in specific instances. This is 
because a well-built model should be robust 
to new information, with estimated relation-
ships that do not change significantly when 
additional data are introduced. The need for 
clear and up-to-date model documentation 
and validation results also discourages the 
frequent re-estimation of our models.

Nevertheless, the model is never com-
pletely static. Equation changes are often 
needed to react to rebasing or other changes 
to the underlying data series being forecast, 
by changing business needs or regulatory 
requirements, or simply by the introduction 
of new process efficiencies. Each month a 
list of issues requiring equation re-estima-
tion or other model changes is compiled by 
the model development team. In the week 
prior to the next monthly baseline update, 
additional issues flagged by a preliminary 
data update are raised. During the following 

week, potential equation changes are pro-
posed, tested, documented, and then im-
plemented through a regulated process that 
occurs through the coordination of members 
of the Model Development and Forecast 
Operations teams.

As part of every equation update, the 
full model is test solved for both a straight 
baseline forecast as well as a set of sample 
scenario shocks, using only exogenous driv-
ers. Model solves and evaluation are done 
without inclusion of analyst add-factors, to 
isolate the performance of the model alone. 
The Model Development team inspects the 
output of these tests to check for potential 
issues, and re-estimates as necessary if prob-
lems are found.

In many cases, most commonly in emerg-
ing markets, problems are identified, but even 
after careful research and testing no obvious 
solution is found. A common example is in 
countries where the reported unemployment 
rate bears little or no relationship to activity 
in the goods market, violating the standard 
Okun’s law relationship used to map changes 
in aggregate demand to employment and 
wage/price pressures. This may be either 
because the unemployment rate varies little, 
despite large swings in real GDP, or the fact 
that the unemployment rate varies a great 
deal, but in a way uncorrelated with changes 
in real GDP. Such issues are typically flagged, 
but assigned a “low priority” indicating that 
a better performing equation is still desired, 
but it is understood that no superior alterna-
tive is immediately available.

In some smaller, lower-income countries, 
data constraints, mismeasurement of con-
cepts arising from a large informal share of 
the economy, and volatile or highly inflation-
ary macroeconomic conditions complicate 
greatly the construction of a complete, fully 
linked, flexible and accurate model that fore-
casts well on its own without add-factors. Ul-
timately, a set of equations can only help to 
project out the empirical patterns in the data 
that we have observed in the past. In these 
developing and often politically, socially or 
economically unstable countries, past perfor-
mance is not always the best guide to future 
conditions. Models for such countries—many 
of them in Africa, the Middle East, and central 
Asia—will remain a work in progress, with the 
models evolving along with economic condi-
tions and improvements in data availability 
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and concept coverage. In the meantime, the 
forecast models serve as valuable toolkits to 
assist analysts in the calculation of consis-
tent and statistically justifiable baseline and 
scenario forecasts.
» Wages (FYPEWS) and personal dis-

posable income (FYPD). Wages are
modeled as an equilibrium condition 
between a wage bargaining curve
among workers supplying labor and
firms’ labor demand curve. Workers are 
assumed to bargain over their expected 
average real wages based on trend pro-
ductivity growth, with bargaining pow-
er affected by the unemployment rate.

» Monetary policy rate (FRMP). The short
end of the yield curve is anchored by 
central bank policy, which in flexible
exchange rate countries is set in accor-
dance with a Taylor rule, which predicts
a target rate set by the central bank to 
minimize deviations in inflation and
the output gap from desired levels. A 
zero-lower bound is assumed, such
that the central bank sets interest rates
at a minimum of 0.1% when economic
conditions imply an optimal target rate
below zero. Although endogenously 
determined by the model, the policy
rate forecast is usually treated as an
exogenous assumption, determined 
by the analyst through add-factors 

to account for non-quantitative in-
formation, such as a policy bias or 
advance guidance on rate hikes that 
is telegraphed to markets by the 
central bank.

» 10-year government bond yield
(FRGT10Y). Longer-maturity interest
rates are anchored by a forecast for the
10-year bond rate. In contrast to the 
policy rate, which is largely assumed
to respond to domestic conditions, 
arbitrage in global debt and currency
markets typically leads to bond yields 
in most advanced countries moving in
near-lock step. For this reason, bond
yields are often measured as spreads
over a risk-free rate, proxied by the
German bund in the euro zone, and
U.S. Treasury yields in the rest of the 
world. Risk spreads can vary with cur-
rency and financial market volatility,
domestic monetary policy, and the
level of government debt as a share
of GDP.

» Exchange rates (FTFXIUSA). Countries
are assumed to have either a fixed or a
floating exchange rate regime. In the
former case, the bilateral nominal ex-
change rate relative to the U.S. dollar 
(FTFXIUSA) is forecast as a random
walk. The real effective exchange rate 

(FTFXTW$) is then determined by 
an identity relating the REER to the 
nominal bilateral rate and the ratio of 
domestic to foreign prices. In the case 
of floating rates, a target REER (FTFX-
TW$_I) is forecast as a stationary pro-
cess in which mean-reversion is driven 
by a long-run purchasing power parity 
condition, and short-run deviations oc-
cur in response to changes in interest 
rates, market uncertainty/volatility, 
and expected growth.

» Consumer price index (FCPI). All in-
flation rates are tied to the forecast
for consumer price inflation, which
is specified using a firm price-set-
ting equation that draws on recent
macroeconomic theory. Increases
in prices are assumed to depend on
changes in the firms known costs—as
proxied by energy prices, the cost of
imported inputs, and labor costs—
and the rate of expected inflation,
which represents firms’ forecast of
the prices they will face from their
competitors’ and suppliers once their
own prices have been set. The output
gap, or some other measure of slack,
is usually included as well to account
for changes in firms’ pricing power,
which affect their profit mark-ups
discounting behavior.
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» Unemployment rate (model mne-
monic FLBR). The unemployment rate
is forecast using Okun’s law, a relative-
ly tight empirical correlation seen in 
most advanced countries between the 
level of unemployment and deviations 
in real GDP from its trend. This spec-
ification varies across countries only 
with respect to the transformation 
used (levels, differences or a combi-
nation of the two) and lag lengths in
GDP growth.

» Employment (FLBE) and labor force
(FLBF) growth.  Employment is fore-
cast as an identity, given unemploy-
ment and the size of the labor force. 
The labor force is forecast as a mean
reverting AR(1) process relative to the 
potential labor force, which is deter-
mined by trend participation rate and
growth in the working-age population.
In the near-term, labor force partici-
pation responds to cyclical shocks in
the unemployment rate but converges
to a constant long-run path set by
exogenous assumption.

» Private consumption (FC$).
Consumption is forecast in per-capita
terms as a Keynesian-style consump-
tion function of expected income 
and target savings augmented with
wealth effects. The target savings rate 
depends on interest rates and usually
some measure of financial conditions. 
Expected income is proxied by current
income and a forecast of the expected 
growth rate, an endogenous variable.

» Public consumption (FG$). Govern-
ment current spending in the model
is assumed to follow a naïve trend, in
accordance with the budgeting pro-
cess.  Government expenditures and
tax rates are assumed to be largely
exogenous, with values overridden by 
the model user to match publicly avail-
able budget plans. However, the public
spending equation usually includes an

endogenous fiscal constraint, whereby 
an increase in the level of the debt as a 
share of the economy slows the growth 
in future spending. This improves 
long-run model stability and helps 
to simulate the economic impacts of 
politically induced austerity that follow 
severe downturns.

» Fixed capital formation (FIF$). In-
vestment spending functions differ 
more significantly from country to 
country than most equations. This is 
because the drivers of investment are 
often different depending on factors 
such as the composition of domestic 
industry, the depth and maturity of do-
mestic financial markets as well as the
exposure to global capital markets, dif-
ferent levels of volatility and risk aver-
sion, and the standard nature of corpo-
rate financing. In most cases, however,
investment is modeled as a function
primarily of expected growth, prevail-
ing interest rates, and Tobin’s Q, which
is the ratio of equity value of capital to 
the book value of replacement. In com-
modity-exporting countries, global oil 
prices are used as a proxy for improved
profitability, while in large net energy
importing countries, oil prices are asso-
ciated with a drag on investment.

» Exports (FEX$) and imports (FIM$).
Real exports and imports are modeled
as a function of price and income
using standard demand theory. In
this case, price is represented by the
country’s estimated real-effective ex-
change rate (FTFXTW$_I), and income
is represented by a proxy for foreign
GDP in the case of exports and do-
mestic demand in the case of imports.
To ensure consistency of the resulting
nominal trade balance with changes in
global saving and investment trends,
and to allow a lever for adjustment,
an error-correction term is included
to ensure that the real trade balance
evolves to align the current account

balance with an adjustable target (FT-
ABGDP_T_IGEO).

» Wages (FYPEWS) and personal dis-
posable income (FYPD). Wages are
modeled as an equilibrium condition 
between a wage bargaining curve
among workers supplying labor and
firms’ labor demand curve. Workers are 
assumed to bargain over their expected 
average real wages based on trend pro-
ductivity growth, with bargaining pow-
er affected by the unemployment rate.

» Monetary policy rate (FRMP). The
short end of the yield curve is anchored 
by central bank policy, which in flex-
ible exchange rate countries is set in
accordance with a Taylor rule, which
predicts a target rate set by the central
bank to minimize deviations in infla-
tion and the output gap from desired 
levels. A zero-lower bound is assumed,
such that the central bank sets inter-
est rates at a minimum of 0.1% when
economic conditions imply an optimal 
target rate below zero. Although en-
dogenously determined by the model, 
the policy rate forecast is usually
treated as an exogenous assumption,
determined by the analyst through 
add-factors to account for non-quan-
titative information, such as a policy
bias or advance guidance on rate hikes
that is telegraphed to markets by the 
central bank.

» 10-year government bond yield
(FRGT10Y). Longer-maturity interest
rates are anchored by a forecast for the
10-year bond rate. In contrast to the 
policy rate, which is largely assumed
to respond to domestic conditions, 
arbitrage in global debt and currency
markets typically leads to bond yields 
in most advanced countries moving in
near-lock step. For this reason, bond
yields are often measured as spreads
over a risk-free rate, proxied by the
German bund in the euro zone, and

Appendix 1: “Template” equation specifications for initial model estimation 
for each country
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U.S. Treasury yields in the rest of the 
world. Risk spreads can vary with cur-
rency and financial market volatility, 
domestic monetary policy, and the 
level of government debt as a share 
of GDP.

» Exchange rates (FTFXIUSA). Coun-
tries are assumed to have either a
fixed or a floating exchange rate re-
gime. In the former case, the bilateral
nominal exchange rate relative to
the U.S. dollar (FTFXIUSA) is forecast
as a random walk. The real effective
exchange rate (FTFXTW$) is then de-
termined by an identity relating the

REER to the nominal bilateral rate 
and the ratio of domestic to foreign 
prices. In the case of floating rates, 
a target REER (FTFXTW$_I) is fore-
cast as a stationary process in which 
mean-reversion is driven by a long-
run purchasing power parity condi-
tion, and short-run deviations occur 
in response to changes in interest 
rates, market uncertainty/volatility, 
and expected growth.

» Consumer price index (FCPI). All
inflation rates are tied to the forecast
for consumer price inflation, which
is specified using a firm price-set-

ting equation that draws on recent 
macroeconomic theory. Increases 
in prices are assumed to depend on 
changes in the firms known costs—as 
proxied by energy prices, the cost of 
imported inputs, and labor costs—
and the rate of expected inflation, 
which represents firms’ forecast of 
the prices they will face from their 
competitors’ and suppliers once their 
own prices have been set. The output 
gap, or some other measure of slack, 
is usually included as well to account 
for changes in firms’ pricing power, 
which affect their profit mark-ups 
discounting behavior.Sample
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» A coincident economic indicator 
(FCEI_IEUZN) is a used as a proxy for
euro zone GDP. This is determined by
predictors of euro zone growth, and
then in turn feeds expenditure com-
ponents throughout the euro zone. 
These components sum to equal each 
euro zone country’s real GDP forecast,
which can be summed to compute the 
aggregate real GDP (FGDP$_IEUZN).
In this way, FCEI_IEUZN is used
as a “lever” to generate a forecast
FGDP$_IEUZN, but within a recursive
(not simultaneous) framework that in-
creases model stability, tractability and
solution speed.

» A series for core euro zone inflation
(FCPIHXAQ_IEUZN) is similarly used
as a driver for individual euro zone
country inflation rates. These inflation
rates ultimately go into the calcu-
lation of an aggregate for euro zone
inflation (FCPIH_IEUZN).

» An intermediate (designated by “_I”)
series (FTFXTW$_I) reflects a country’s
predicted real effective exchange rate 
(REER). In floating rate countries, this 
represents the primitive for exchange 
rate forecasts: it is a mean-reverting
forecast that varies with interest rates,
expectations, commodity prices, the 
predicted strength of the U.S. dollar, 
and other factors known to influence 
interest rates. From this series, bi-
lateral foreign exchange rates can be 
computed against the dollar, and from 
this, bilateral cross-rates. Using bilat-

eral cross-rates and CPI forecasts, an 
ex-post REER (the series FTFXTW$) is 
calculated as an aggregate.

The U.S., euro zone and China are the 
three largest drivers of the global economy, 
and as such they also serve as points of en-
try in tuning the overall global forecast. In 
particular, there are a number of top-down 
model drivers that play an outsize role in 
determining growth, inflation, stock prices, 
exchange rates, interest rates and credit 
spreads in the rest of the economy.  

The main “tuning levers” for the U.S. are:
» FGDP$_US—Real GDP.

» FCPIU_US—Consumer price index.

» FPDIGDP_US—GDP implicit
price deflator.

» FTWDBRD$_US—Real weighed av-
erage exchange value of U.S. dollar:
Broad index (this drives foreign ex-
change rates, that then feed back to
the REER FTFXTW$_IUSA).

» FCPWTI_US—West Texas Interme-
diate price of crude oil (this drives
Brent oil, which forms the basis for
FPCPOIL$Q.IWRLD, or real global oil
prices).

» FRFED_US—Federal funds rate.

» FRTB3M_US—3-month Treasury 
bill rate, used as part of the
TED spread.

» FRGT5Y_US—5-year Treasury bond, 
which determines the short end of the 
yield curve.

» FRGT10Y_US—10-year Treasury bond, 
which determines the long end of the 
yield curve.

» FRILIBOR3M_US—LIBOR, which is used
as a spread vs. FRGT3M_US.

» FRBAAC_US—Moody’s Baa corporate
bond yield, used as a level and as a
spread vs. FRGT10Y_US.

» FSP500Q_US—S&P 500 Composite
Price Index.

» FSPVOL_US—S&P 500 Volatility.

» In addition, for Europe the main tuning
levers are:

» FRMP_IEUZN—The European Central
Bank policy rate.

» FTFXIUSAQ_IEUZN—Euro exchange
rate with the U.S. dollar.

» FCEI_IEUZN—Conference Board’s
Coincident Indicator.

» FCPIHXAQ_IEUZN –Core euro
zone inflation.

In Asia, real GDP for China and Japan are 
the primary levers that determine export de-
mand, commodity prices and growth expecta-
tions across much of Asia and Latin America.

Appendix 2: Examples of top-down/bottom-up equation specifications 
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